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Given n v X with Nmf Ms Az An we

know its entropy is
Nx

H X I ni loss Inn
i s

OSI The entropy of X does not dexend
on the particular values can

but It only depends on the amt
of thot is it depends on Ms nine

PROPERT.IE

ENTROPYHCx
has the following anoxerties

Ps a CONTINUITY

HK is a combination sum of continuous
functions of the form in Geeta and therefore
it is continuous with respect to me Mm



Pz NON NEGATIVITY

H X o V values as an

This property allows us to consider HCx as
a MEASURE

NOTATION

Sometimes instead of writing HCH we write
the nobbilities in an explicit way

HN AI Nz i RNx

PROBABILITYDENSITY
OF POSSIBLE

OUTCOMES

For example in the typical coin Tossino

experiment we have

H2 no Nr H2 no l Ro

Hz mo
BINARY ENTROPY
FUNCTION

No log Lao t l Nol loss to



Pz EXPANDIBILITY

Hn Rs NN tufts Ns NN 0

This anoxerty means that the entropy does
not change if we add on immonible event

It can be moved by noting that

firm x ln Ix o
X of

and therefore if a o we define a.hr In 0

which means that the contribution of the
immonible event is 0

Pg MAXIMALITY

Hm Ms a Nn I 682Nx Fms nn

Also Hn Ms Any bSzNx only when Ak In
This means that THE ENTROPY IS MAXIMIZED WITH

UNIFORM DISTRIBUTIONS



This anoxerty can be moved in the following
way

Hn is in I beg N tf Ms mm logN 0

Since Cms an is a density we love

HmCx L lynx Ak hoseIn byNx

Ak 682 p N

Note now that has E x s x o

hey X S X L

We thus get
Nx

E AK has n E Ei Mk n n
t
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DIFFERENTIAL ENTROPY

Consider now a continuous n v X with
f X IS X Ol f PROBABILITYDENSITY Function and
S a f E 112 as the SUPPORT SET

Domain s
suchTHAT
Vses ecs so

we will now extend the concert of entroxy
for the case of a continuous n v x by
introducing DIFFERENTIAL ENTROPY which is

defined as follows

hLx f cx log dx

o
h Lx log f Cx dx



We have to make the following important
distinction between entry and differential
entry

ENTROPY ABSOLUTE measure of information
that hes a meaning in and of
itself

DIFFERENTIAL RELATIVE measure of information
ENTROPY

whose meaning has to be interpreted
with other dote

Depends on the inarticulate nonible
values of the n v and not only
on their antibilities

EXAMPLE Xn Uta ES

fix Ea s XEEa.es
0 eke

h x Itza bulb e dx

fan
thx depends on a enter
which define x This iffu E a we increase the interval
we ohs increase theamount
of uncertainty
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